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Abstract— In this paper, we will cover several techniques that
can enhance the resilience of timing of digital circuits. Using
post-silicon tuning components, the clock arrival times at flip-
flops can be modified after manufacturing to balance delays
between flip-flops. The actual delay properties of flip-flops will be
examined to exploit the natural flexibility of such components.
Wave-pipelining paths spanning several flip-flop stages can be
integrated into a synchronous design to improve the circuit
performance and to reduce area. In addition, with this technique,
it cannot be taken for granted anymore that all the combinational
paths in a circuit work with respect to one clock period. There-
fore, a netlist alone does not represent all the design information.
This feature enables the potential to embed wave-pipelining paths
into a circuit to increase the complexity of reverse engineering. In
order to replicate a design, attackers therefore have to identify the
locations of the wave-pipelining paths, in addition to the netlist
extracted from reverse engineering. Therefore, the security of the
circuit against counterfeiting can be improved.

I. INTRODUCTION

Timing, one of the core performance metrics in digital

circuits, indicates how fast a circuit can process data. Timing

performance is evaluated by the maximum clock frequency

which a circuit can operate with. This performance was im-

proved significantly owing to the advancement of manufactur-

ing technology and design methodology. But this improvement

cannot be maintained any more and the timing performance

has stagnated in recent years.

With manufacturing technology reaching a nanoscale level,

the size of transistors becomes smaller and smaller. On the one

hand, this shrinking size brings smaller propagation delays for

combinational gates, and thus smaller clock periods for digital

circuits. On the other hand, it results in undesirable side-

effects. For example, the increasing manufacturing variations

cause variations of physical parameters, e.g., gate length.

Such variations in turn cause electrical parameters, e.g., Vth,

to differ from their nominal specifications. Consequently,

combinational gates exhibit different delays in different chips

after manufacturing. Recent work shows that even FinFETs

exhibit large process variations [1], [2].

To take the impact of process variations into account, worst-

case timing analysis has been deployed in the IC (integrated

circuit) industry in the past several decades. In this method,

each process parameter is set to the value in the worst

condition independently without considering their correlations.

With this setting, the worst-case timing performance can be

evaluated. However, the timing performance evaluated with

this method is extremely pessimistic, leading to an overdesign

that wastes design effort. In recent years, various methods have

been explored to deal with process variations, e.g., analyzing

timing under process variations [3]–[16].

Another challenge, circuit aging, degrades device charac-

teristics under stress over time [17]–[19], and thus timing

performance of circuits is lowered correspondingly. To analyze

aging effects, timing model and algorithms on gate level [20]–

[23] have been introduced in recent years.

To overcome the challenges described above, we have to

reexamine the concepts in the traditional timing paradigm.

For example, signals propagating inside a combinational block

terminate at the flip-flops and do not propagate further until

the next clock edge arrives. Consequently, timing of a digital

circuit can be defined with respect to one clock period and

isolated within individual flip-flop stages. Such a strict timing

definition reduces the design effort significantly. However, it

affects timing performance negatively due to the barriers of

flip-flops. It is desirable to develop a new timing concept to

improve the timing performance of circuits.

In this paper, several techniques that can enhance the

resilience of timing of digital circuits are summarized. A

clock tuning technique with tunable buffers to balance delays

between flip-flop stages by adjusting the clock arrival times

at flip-flops after manufacturing is investigated in Section II.

The timing characteristics of flip-flops can also be exploited

to alleviate the impact of process variations, as described

in Section III. Thereafter, wave-pipelining is integrated into

circuits to improve the timing performance beyond the limit

in the traditional timing paradigm in Section IV. This concept

can also be used to enhance the security of digital circuits, as

described in Section V.

II. CLOCK TUNING AFTER MANUFACTURING

To counter process variations, clock tuning with tunable

buffers can be used to modify the timing properties of flip-

flops for each manufactured chip individually [8], [10]. We use

Fig. 1 to explain the concept of this method. In this figure,

combinational paths, represented by inverters, connect flip-

flops. The delays of the corresponding combinational paths

are shown next to the inverters. Because of process variations,

path delays are uncertain during the design phase and can be

treated as statistical variables. After manufacturing, they are

fixed in each chip, so that clock skew tuning can be applied

to counter process variations.

If all tunable buffers in Fig. 1 would have zero delays, the

minimum clock period the circuit can achieve is 8 units. It can

be reduced from 8 to 5.5 units if the tunable buffers are used

to adjust the clock arrival times at flip-flops. For instance, the

buffer inserted at F2 is configured with a negative delay of -

2.5 units, which shifts the clock edge to arrive 2.5 units earlier
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Figure 1: Reduction of the minimum clock period with clock tuning
buffers.

at F2. This shift ensures that the path between F2 and F3 still

has 8 time units to finish logic computations with a clock

period of 5.5 units. Although this shift reduces the time for

signal propagation along the path between F1 and F2, there

are still no timing violations at F2. Since a reference clock

signal is used to define buffer delays, negative delays can be

achieved by reducing the length from the original clock path

to flip-flops.

Timing constraints for a circuit with tunable buffers are

illustrated in Fig. 2, where tunable buffers are attached to flip-

flops i and j. The active clock edge is assumed to appear at

reference time 0. Because of the tunable buffers, the arrival

times of the active clock edges at the two flip-flops become xi

and xj , respectively. To avoid timing violations, the following

constraints must be satisfied

xi + dij ≤ xj + T − sj (1)

xi + dij ≥ xj + hj (2)

where xi and xj are the delays of the tunable buffers, dij and

dij are the largest and the smallest delays of the paths between

the flip-flops, T is the specified clock period with which the

circuit operates, and sj and hj are the setup and hold times

of the flip-flop j.

Since tunable buffers incur area overhead, tunable buffers

can only be configured to a limited delay range. For a buffer

i, the delay range is written as follows

ri ≤ xi ≤ ri + τi (3)

where ri and τi are constants. They can be determined with

methods such as [24]. Due to the implementation of buffers,

xi may only take discrete values.

To apply post-silicon clock tuning, two challenges have to

be overcome. First, during the design phase, those locations

of tunable buffers that can improve yield as much as possible

should be determined. Second, after manufacturing, delay test

is required to identify combinational paths which do not meet

timing. The cost of this delay test should be minimized.

The goal of buffer insertion during the design phase is to

find the locations of buffers that are effective in improving

yield. However, the relation between the yield and the buffer

locations can not be established directly, since the path delays

in (1)–(2) are statistical during the design phase. In this

scenario, the insertion problem becomes a statistical optimiza-

tion problem. To reduce the complexity, a certain number

of representative samples are used to emulate manufactured

chips, for which statistical delays become fixed. Consequently,

the statistical optimization problem is transformed into a

xjxi

clki

clk

clkj

comb. circuitFF FF

clkj

clk

clki

reference time 0

xj

hj
sj
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T

i j

Figure 2: Timing with tunable buffers.

Figure 3: Results of yield improvement.

deterministic optimization problem. With sufficient samples,

the yield of the circuits can be defined with respect to the

buffer locations. With this relation, the locations of buffers

that are important to yield improvement can be determined by

maximizing yield. Details can be found in [25].

After manufacturing, the delays of combinational paths are

fixed. If a chip has timing failures, tunable buffers can be

adjusted to rescue this chip. The configuration values of such

buffers in failed chips are determined by solving a problem

formulation with the constraints (1)–(3). To find a viable

solution, the path delays in the manufactured chips have to be

evaluated. However, this task is very challenging. On the one

hand, relatively accurate delays are desirable, so that buffers

can be configured properly to improve yield. On the other

hand, the cost incurred by this delay test must remain low

to avoid that the yield improvement with post-silicon tuning

becomes meaningless because of the high test cost.

To reduce the test costs, two techniques are applied. First,

the correlation of path delays can be used to reduce the

number of tested paths. Only the delays of a certain number

of representative paths need to be tested. These results can

be used together with the path correlations to estimate the

remaining path delays. Second, existing tunable buffers can

be used to align path delays, so that the delay information

of multiple paths can be obtained simultaneously in one test

iteration. Details can found in [26].

In the experiments, the number of buffers is bounded to be

smaller than 1% of the number of flip-flops. The reference

yield is 84.13% when the specified clock period is the sum

of the mean value and the standard deviation of the statistical

clock period. Fig. 3 demonstrates the yield improvement with

respect to the reference yield [25], [26]. The green bars show
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Figure 4: The relation between the flip-flop delay, setup and hold
slacks.

that the yield is improved with post-silicon tuning when delays

are assumed to be tested accurately. The blue bars show that

the yield improvement is slightly degraded after delay test

with the proposed method.

III. SETUP/HOLD TIME INTERDEPENDENCY

Facing challenges from process variations, we have to

reexamine the traditional definitions of timing concepts. For

example, the clock-to-q delay of a flip-flop, abbreviated as the

flip-flop delay as follows, and both setup time and hold time

are assumed to be constant values in static timing analysis

(STA). In addition, if the setup and hold time constraints

are satisfied, flip-flops are considered to function correctly.

In reality, flip-flops may still latch data correctly when the

setup and hold constraints are violated in some degree, though

the delays of flip-flops may increase [27]. Consequently,

setup and hold time violations do not necessarily lead to the

malfunction of the flip-flop. If these flexible characteristics

can be used, delay differences between flip-flop stages can be

reduced. Consequently, the effects of process variations can

be mitigated without incurring area overhead.

To exploit the flexibility of flip-flops, we define setup slack
to be the time gap between the change of a signal arriving at

a flip-flop and the active clock edge. Similarly, we define hold
slack to be the time gap between the active clock edge and the

change of a signal. The interdependency of the flip-flop delay

and the two slacks is illustrated in Fig. 4. In this figure, it

is clear that for large setup and hold slacks the delay surface

is flat. When these slacks become small, the flip-flop delay

increases, and eventually reaches points where the flip-flop

becomes metastable and might not latch data correctly. The

simplification in STA does not exploit the region where setup

and hold slacks are smaller than the values defined in the cell

library, leading to an underestimation of timing performance

potentially.

To exploit the flexible timing characteristics of a flip-

flop, we have to overcome two challenges. First, a relatively

accurate model of the three-dimensional delay surface in

Fig. 4 should be determined. Second, a timing optimization

algorithm is required to evaluate the real maximum clock

frequency of a circuit with the accurate delay model. Previous

studies [27]–[30] either did not solve the problem considering

the three-dimensional delay surface, or cannot provide a high-

quality solution.

Figure 5: Clock period reduction of the piecewise model compared
with STA.

To model the three-dimensional surface, we partition it

into small polygons, e.g., triangles and rectangles. After the

delay surface is approximated with these polygons, the real

maximum clock frequency of a circuit is calculated with a

piecewise ILP model. Details can be found in [31].

To demonstrate the resulting timing performance improve-

ments, the clock periods which are calculated with the piece-

wise model were compared with the results from traditional

STA. The comparisons are shown in Fig. 5 [31]. The reduced

clock periods only result from the accurate consideration of

the timing parameter relation in the piecewise linear model.

IV. VIRTUAL SYNCHRONIZATION WITH DELAY ELEMENTS

In the traditional timing paradigm, signal propagations

are synchronized with flip-flops and cannot travel through

them except at an active clock edge. However, flip-flops

have inherent delays and require setup times, so that they

can only slow down signal propagations, but never speed

them up. Consequently, if flip-flops along critical paths are

removed, signal propagations along such paths are accelerated.

In addition, delay imbalances between flip-flop stages are

exploited automatically.

Fig. 6 illustrates a scenario where a flip-flop is removed

to improve timing performance. The smallest possible clock

period of a circuit is defined by the largest delay between

two flip-flops. In Fig. 6(a), the largest delay is equal to 21

units, considering a flip-flop delay of 3 units and a setup and

hold time of both 1 unit. To reduce the smallest clock period,

combinational gates with smaller delays can be chosen from

the library. The cost of such gate sizing is an increase in

area. The resulting circuit is illustrated in Fig. 6(b), where the

largest delay is now equal to 16 units. In addition, the flip-flop

F3 can be moved leftwards to improve timing performance

further, as shown in Fig. 6(c). The largest delay after retiming

is now equal to 11 units, which cannot be reduced anymore

in the traditional timing paradigm.

To further improve timing performance, flip-flops can be

removed from the circuits. Fig. 6(d) illustrates an example

to explain this concept. In this figure, the flip-flop F6 is

removed from the circuit in Fig. 6(c). As a result, two data

waves propagate along the path between F2 and F4 and the

path between F2 and F3 simultaneously. To guarantee that

the functionality does not change, the arrival time of signals

from F2 at F3 and F4 should be greater than one clock period
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Figure 6: The concept of virtual synchronization. The gate delays are
indicated on the gates. (a) The original circuit. (b) The circuit with
gate sizing. (c) The circuit with retiming and gate sizing. (d) The
circuit with removing F6 and gate sizing.

and less than two clock periods. The largest path delay of

the circuit in Fig. 6(d) can be reduced to 8.5 units, half of the

largest delay between F2 and F4. This resulting, smallest clock

period is significantly lower than the limit in the traditional

timing paradigm.

To apply such wave-pipelining to reduce the clock period,

we first remove all sequential components such as flip-flops

from the circuit. As a result, signals along critical paths will

be accelerated. However, this can lead to incorrect arrival

times of signals along fast paths, for example an earlier

arrival compared with the one in the original circuit. In

addition, there is a loss of synchronization for signals along

combinational loops due to iterative travels within the loops.

Therefore, if wave-pipelining is applied, the challenge is to

slow down signals propagating along fast paths and loops. For

this purpose, different circuit components are used as delay

elements [32]. They are combinational delay elements (e.g.

buffers or a chain of inverters), and sequential delay elements:

latches and flip-flops. Each of them has its individual delay

characteristic.

To improve timing performance with virtual synchroniza-

tion, the number of delay elements inserted into a circuit

to slow down fast signals and loops should be as small

as possible. The insertion of delay elements first finds the

locations where sequential delay elements are necessary by

emulating their delaying effects. Afterwards, these locations

are refined by incorporating the inherent delays of these

Figure 7: Speed increase and area results of VirtualSync compared
to ideally balanced design.

sequential delay elements. Details of this approach, called

VirtualSync, can be found in [32].

The comparisons of speed increase and area change with

ideally balanced design combining gate sizing and retiming

are shown in Fig. 7 [32]. As this figure shows, the timing

performance in most circuits exceeds the limit achievable in

the traditional timing paradigm. In addition, the area can be

reduced because of the removal of flip-flops in most cases.

V. TIMING CAMOUFLAGE FOR NETLIST SECURITY

Due to globalization, the supply chain of ICs becomes

distributed, making them vulnerable to counterfeiting, product

piracy and various attacks, like for example the insertion of

hardware Trojans. One serious counterfeiting threat is the

chip-level reverse engineering of gate-level netlists by attack-

ers which can then for example be used to produce illegal

chips. The chip-level reverse engineering of an authentic chip

includes among other steps the depackaging, the extraction of

the different layers and their images, as well as the recognition

of combinational and sequential gates and their connections

[33]. With EDA toolchains, attackers can process recognized

netlists to replicate chips illegally. To enhance netlist secu-

rity, different mechanisms were introduced to prevent reverse

engineering or the usage of the extracted netlists. Those coun-

termeasures include for example locking methods, e.g., [34],

[35], camouflaging, e.g., [36], [37] or split manufacturing,

e.g., [38]. Locking methods provide a corrupted output or

functionality if a wrong secret key is applied. Camouflaging

hides the actual functionality of the extracted gates and split

manufacturing separates the front-end-of-line and back-end-

of-line manufacturing processes. More recent countermeasure

techniques also incorporate timing information. This is either

done as corruption outcome, like a decreased circuit perfor-

mance for a wrong applied key [39], or as locking strategy

aid or replacement [37], [40], [41]. For example in [40],

tunable delay buffers are added and controlled by secret key

bits, in [41], finite state machine transitions are based on

applied circuit frequencies, or in [37], cells with basically

the same layout geometry but different delays hide the actual

circuit function. Next to reverse engineering based attacks,

also side-channel, fault and probing attacks [42] can reveal

circuit specific information. Possible countermeasures are for

example introduced in [13], [43].

The reverse engineering flow described above to duplicate

chips with the aid of state of the art EDA toolchains is only
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Figure 8: Concept of Timing Camouflage. (a) Single-period clocking;
(b) Wave-pipelining between F1 and F3.
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Figure 9: The false path with wave-pipelining is formed with two
true single-period paths.

effective when all combinational paths work with respect to

one clock period. Fig. 8(a) illustrates an example of such a

single-period clocked circuit. In this figure, a partial sequential

circuit is shown which consists of three flip-flops and four

combinational gates. In the traditional digital paradigm, timing

is only verified between pairs of flip-flops. Consequently, the

unsecured netlist in Fig. 8(a) is sufficient for attackers to

reproduce the original design, since they only have to identify

the combinational gates, sequential components and how they

connect with each other to recover the original netlist.

To enhance netlist security, we invalidate the assumption

that a netlist is sufficient to reproduce the original design

by incorporating wave-pipelining paths into the circuit. For

instance, the circuit in Fig. 8(b) [44] can be constructed by

removing F2 in Fig. 8(a). After the removal of the flip-flop,

the combinational path between F1 and F3 has 2 data waves

propagating along it simultaneously. If the first data wave is

not flushed away by the second data wave before it is latched

by F3, the functionality of the circuit is still guaranteed.

When attackers face the circuit incorporated with wave-

pipelining in Fig. 8(b), they have to recognize the number

of data waves along combinational paths in addition to gate

types and connections. If they wrongly assume the existence

of only one data wave and therefore handle the netlist with the

standard EDA flow, F3 latches data one clock period earlier

than the original circuit. Consequently, the recovered circuit

will not work correctly due to the loss of synchronization.

In order to detect the existence of wave-pipelining paths,

attackers have to invest additional effort to obtain timing

information of combinational paths. One possibility would

be to deploy testing technique to determine path delays of

authentic chips bought from the market [45]–[47]. To prevent

attackers from successfully applying such testing technique,

wave-pipelining false paths are introduced, because they are

unsensitizable by testing under the single-period clocking.

Fig. 9 illustrates an example of a false path with wave-

pipelining. After the flip-flop in the middle is removed, a path

with wave-pipelining is formed. When this path is considered

to work with single-period clocking, a signal change at the

ffi
F

T

T WP

ffi

fanin(ffi ) fanout(ffi )

F
T

F
TT

F
T

T

500 path limit 500 path limit

(a)

(b)duplicated duplicated

non-WP

sized

maximum delay
of WP paths

WP deleted

Figure 10: Wave-pipelining for netlist security. (a) Removal of the
flip-flop ffi . ”T” and ”F” represent true and false paths. (b) Replicated
logic block and gate sizing.

start of this wave-pipelining path is blocked before it arrives

a flip-flop. If the value of signal v2 is ‘0’, signal propagations

are blocked at the first AND gate. If the value is ‘1’, signal

propagations are blocked at the last OR gate. Consequently,

the delay of this wave-pipelining path cannot be tested with

one clock period, making it a false path, and therefore robust

against traditional testing. In addition, the number of real false

paths in digital circuits is very large, about 75% of the number

of combinational paths [48]. Consequently, it is very difficult

for attackers to distinguish false paths with wave-pipelining

from real false paths working within one clock period.

When applying the wave-pipelining technique to secure a

circuit, the original functionality of a circuit should be main-

tained. To achieve this goal, the following timing constraints

for the wave-pipelining paths should be satisfied:

1) Their delays have to be greater than one clock period

to avoid the early latching of signals.

2) Their delays have to be less than two clock periods.

To achieve the construction of wave-pipelining paths in a

circuit shown in Fig. 10(a), the flip-flop in the middle can

be removed. Unfortunately, the removal of the flip-flop turns

all paths connected with it into wave-pipelining paths. Since

there are a lot of short paths leftwards and rightwards, if they

are connected directly, a lot of short paths with small delays

are generated. The small delays of these paths might violate

the wave-pipelining constraints. To overcome the challenges

described above, we replicate the combinational logic gates as

well as the flip-flop at the end of the wave-pipelining paths in

the original circuit, as illustrated in Fig. 10(b). To reduce the

resource usage incurred by the replication, we only replicate

the combinational logic along the wave-pipelining paths on

the right side of ffi . Afterwards, the flip-flop at the end of

the wave-pipelining paths in the original circuit is deleted

and the combinational gates that have no connection with

any flip-flops are removed in the original circuit, as shown in

Fig. 10(b). To guarantee the correct functionality, on the left

side of ffi , the whole combinational logic is replicated first.

Afterwards, we try to reduce the resource usage by using the

original logic gates. For instance, the inverter in the replicated

circuit can be removed by connecting one of the input pins of
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Figure 11: Results of constructing wave-pipelining paths.

the AND gate in the replicated circuit with the corresponding

pin in the original circuit. In addition, we also size gates and

insert buffers to extend the delays of wave-pipelining paths

to ensure that wave-pipelining constraints can be satisfied.

Details can be found in [44].

Fig. 11 demonstrates the results of wave-pipelining con-

struction [44]. The left figure demonstrates the total number

of suspicious single-period true paths that force attackers

to perform testing. The right figure shows the total number

of false paths with wave-pipelining that are untestable. To

replicate chips, attackers need to recognize the constructed

false paths with wave-pipelining from the original false paths

working within one clock period, whose number is about 75%

of the number of combinational paths in the original circuit

[48]. Therefore, an attack on this camouflage technique is still

challenging.

VI. CONCLUSION

In this paper, we present several methods to enhance the

resilience of timing of digital circuits. Post-silicon clock

tuning deploys tunable buffers to adjust the clock skews to

flip-flops individually for each chip after manufacturing. The

natural timing flexibility of flip-flops is exploited to mitigate

the effects of process variations. Since flip-flops are barriers

of timing performance, they are removed to incorporate wave-

pipelining into circuits. The timing performance of the result-

ing circuit can break through the limit of the traditional timing

paradigm. In addition, this concept can also be used to enhance

the security of digital circuits. This technique, called timing

camouflage, significantly improves the resilience of circuits

against counterfeiting.
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