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Abstract— Ising machines are a new type of non-Neumann
computer that specializes in solving combinatorial optimization
problems efficiently. The input form of Ising machines is the
energy function of the Ising model or quadratic unconstrained
binary optimization form, and Ising machines operate to search
for a condition to minimize the energy function. We describe
the theory of Ising machines and the present status of the Ising
machines, software for Ising machines, and applications using
Ising machines.

I. INTRODUCTION

Toward a high-performance computation for combinatorial

optimization problems, a new type of computation technology

called Ising machines has been developed. Combinatorial

optimization problem consists of the set of solution candidates

S , constraints, and the objective function f(z), where z ∈ S .

Here, the set of solution candidates S has combinatorial struc-

ture, and a solution candidate z can be represented by multiple

discrete variables. The purpose of combinatorial optimization

problems is to find the best solution under the given constraints

among a large number of solution candidates. More precisely,

the combinatorial optimization problem is to find z∗ defined

as follows:

z∗ = argminzf(z), z ∈ Sf ⊆ S, (1)

where Sf is the set of feasible solutions satisfying the given

constraints. We can represent the objective function and given

constraints of combinatorial optimization problems by the

Ising model. The Ising model is a theoretical model in

statistical physics. Ising machines can treat combinatorial opti-

mization problems if we represent combinatorial optimization

problems by the Ising model. The detail of the Ising model will

be explained in Sec. II. Ising machines operate to minimize

the energy of the Ising model according to the principle of

physics (see Sec. III).

Currently, various types of Ising machines have been de-

veloped. In 2011, the first commercial quantum annealing

machine, D-Wave, came out [1], which triggered the attention

of Ising machines. Existing quantum annealing machines are

quantum hardware inspired by the theory of quantum anneal-

ing [2] and that of adiabatic quantum computation [3], [4].

After the launch of the first commercial quantum annealing

machine, Ising machines inspired by not only quantum anneal-

ing but also other operation principle have been developed [5]–

[10]. Thus, the hardware development of Ising machines has

been energetically advanced in recent years.

Now, not only hardware but also software development is

progressing. Software for Ising machines plays an important

role in various parts of computation by Ising machines,

especially for the preprocessing and postprocessing of com-

putational results of Ising machines. Besides, we have to

tune appropriate hyperparameters to obtain a high precision

solution of the combinatorial optimization problem, which

would be helped by software for Ising machines. As with

software development for Ising machines, applications by

using an Ising machine have been studied.

In this paper, we describe the theory of Ising machines and

the recent progress of Ising machines. The organization of this

paper is as follows. In Sec. II, how to use Ising machines is

also shown. In Sec. III, the theory related to Ising machines is

explained. In Sec. IV, the development of software for Ising

machines is described. Sec. V shows some studies to apply

Ising machines to some combinatorial optimization problems.

Sec. VI is devoted to the conclusion and future perspective.

II. HOW TO USE ISING MACHINES

As explained in the previous section, the primary purpose

of Ising machines is to solve combinatorial optimization

problems given by Eq. (1). In this section, we describe how

to use Ising machines. We have five steps to utilize Ising

machines as follows (see Fig. 1).

Step 1 Extract a combinatorial optimization problem from the

overall issue.

Step 2 Represent the extracted combinatorial optimization

problem by an Ising model.

Step 3 Decompose and embed the Ising model according to

the specifications of Ising machines. Choose appropriate

hyperparameters.

Step 4 Search for lower energy states automatically according

to the principle of physics.

Step 5 Interpret the final state generated by Ising machines

so that there is no contradiction with the combinatorial

optimization problem.
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Extract a combinatorial optimization problem.

Represent the problem by Ising model or QUBO.

Preprocessing (embedding, decomposition, etc.)

Ising machines

Postprocessing (interpretation, etc.)

Fig. 1. The flow of the operation of Ising machines.

In the above flow of computation by Ising machines, from

step 2 to step 5 are essential as calculation techniques. Thus,

we explain the detail of each step in the following subsections.

Before the explanation of each step, the review of the Ising

model is shown.

A. Ising model and quadratic unconstrained binary optimiza-
tion (QUBO)

As stated in Sec. I, the Ising model is a theoretical model

in statistical physics and an input form of Ising machines.

Statistical physics is to investigate emerging macroscopic

phenomena in systems with interacted a large number of

microscopic elements.

Let us introduce the Ising model. The Ising model is defined

on an undirected graph G = (V,E), where V and E are the

set of vertices and the set of edges, respectively. Here the

number of vertices is |V |. Microscopic elements in the Ising

model are called spins which are placed on each vertex and

take either +1 or −1. Let si be the spin on the vertex i ∈ V .

The energy function of the Ising model is given by

E(s) =
∑
i∈V

hisi +
∑

(i,j)∈E
Jijsisj , (2)

si ∈ {+1,−1}, ∀i ∈ V, (3)

where s represents |V | spin variables in vector form, i.e.,

s = (s1, s2, · · · , s|V |). The coefficients in RHS of Eq. (2),

hi and Jij , are called local magnetic field and interaction,

respectively. Here, both of them are real values. According to

the principle in physics, lower energy states are more stable.

Here, the lowest energy state is called the ground state.

Depending on the combinatorial optimization problem to

be considered, it is more convenient to use a binary variable

that takes either 0 or 1 instead of a spin variable which takes

either +1 or −1. If this is the case, we use a form of quadratic

unconstrained binary optimization (QUBO). Let xi be the

binary variable defined on the vertex i ∈ V . QUBO is given

by

E({x}) =
∑
i∈V

cixi +
∑

(i,j)∈E
wijxixj , (4)

xi ∈ {0, 1}, ∀i ∈ V, (5)

where x represents |V | binary variables in vector form, i.e.,

x = (x1, x2, · · · , x|V |). The coefficients in RHS of Eq. (4)

are real values. Using the transformation between the spin

variables and the binary variables,

xi =
si + 1

2
, ∀i ∈ V, (6)

the energy function of Ising model and the form of QUBO

are equivalent except for the constant value which does not

depend on states.

B. How to represent combinatorial optimization problem by
Ising model or QUBO

In this subsection, methods to represent two typical combi-

natorial optimization problems – number partitioning problem

and graph partitioning problem – by the Ising model are

shown.

1) Combinatorial optimization problem without con-
straints: We consider the number partitioning problem as

an example of combinatorial optimization problems without

constraints. The definition of number partitioning problem

is as follows. Let NW be a set of N positive integers, i.e.,

NW = {n1, n2, · · · , nN}. The purpose of number partitioning

problem is to find two disjoint subsets so that the difference

between the sum of elements in the subset NA and the sum

of elements in the subset NB is minimized. The difference is

given by

D =

∣∣∣∣∣
∑

ni∈NA

ni −
∑

ni∈NB

ni

∣∣∣∣∣ . (7)

In order to consider the case that the difference D is min-

imized, we introduce spin variables s = (s1, s2, · · · , sN ).
When si = +1, the positive integer ni belongs to the subset

NA, whereas when si = −1, the positive integer ni belongs

to the subset NB. Using the spin variables, we consider the

following energy function:

ENP =

(
N∑
i=1

nisi

)2

. (8)

The above equation is the energy function of Ising model.

When the energy function given by Eq. (8) is minimized, the

difference given by Eq. (7) is also minimized. Thus, to solve

the number partitioning problem, it is sufficient to find a state

that minimizes the energy function given by Eq. (8).

2) Combinatorial optimization problem with an equality
constraint: We consider the graph partitioning problem as

an example of a combinatorial optimization problem with

an equality constraint. The definition of graph partitioning

problem as follows. Let GW = (VW, EW) be an undirected

graph, where VW and EW are the set of vertices and the set

of edges, respectively. Here we assume that the number of

vertices |VW|(= N) is even. Let us consider to divide the

undirected graph into two disjoint subgraphs G1 = (V1, E1)
and G2 = (V2, E2), where Vi and Ei are the set of vertices

and the set of edges of Gi (i = 1, 2), respectively. The graph

partitioning problem is to find two disjoint subgraphs G1 and

G2 so that the number of edges between two subgraphs is

minimized under the constraint |V1| = |V2|. To represent the
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number of edges between two subgraphs, we introduce spin

variables s = (s1, s2, · · · , sN ). When si = +1, the vertex

i belongs to the subgraph G1, whereas when si = −1, the

vertex i belongs to the subgraph G2. The number of edges

between the two subgraphs is represented by

Eedges =
∑

(i,j)∈EW

1− sisj
2

. (9)

The above equation is the energy function of Ising model.

Next, we construct the energy function of the Ising model

corresponding to the given constraint, |V1| = |V2|. The energy

function should be constructed to be minimized when the

given constraint is satisfied. That is,

Econstraint =

(∑
i∈VW

si

)2

. (10)

The above energy function is minimized and takes zero when

the constraint is satisfied. Thus, the total energy function of the

Ising model corresponding to the graph partitioning problem

is given by

Etotal = Eedges + αEconstraint, (11)

where α is a hyperparameter. When α is sufficiently large, the

ground state of the Ising model given by Eq. (11) corresponds

to the optimal solution of the original graph partitioning

problem. In practice, since the performance of Ising machines

depends on the choice of hyperparameter, we should develop

an efficient method to tune the hyperparameter.

3) Other types of combinatorial optimization problems:
In the above, methods to represent two typical combinatorial

optimization problems by the Ising model were explained.

Some combinatorial optimization problems are more conve-

nient to represent the form of QUBO than the Ising model,

e.g., the traveling salesman problem and the quadratic as-

signment problem. Ising model or QUBO mapping for other

combinatorial optimization problems is explained in [11]–[13].

Depending on the combinatorial optimization problem, the

products of three or more spin/binary variables appear in the

objective function. If this is the case, the reduction of products

must be done. Let us consider the product of three binary

variables, x1x2x3, where xi ∈ {0, 1} for i = 1, 2, 3. We

introduce an auxiliary binary variable x̃12. If x̃12 = x1x2,

x1x2x3 = x̃12x3. The following function is minimized and

has the value zero when the condition x̃12 = x1x2, i.e.,

x̃12 = x1 ∧ x2 is satisfied:

AND(x̃12;x1, x2) = x1x2 − 2x̃12(x1 + x2) + 3x̃12. (12)

Using the auxiliary binary variable x̃12, the cost function can

be represented by the form of QUBO:

x1x2x3 = x̃12x3 + λAND(x̃12;x1, x2), (13)

where λ is a hyperparameter as well as in Eq. (11).

C. Preprocessing of computation by Ising machines

In the previous subsection, how to represent the combina-

torial optimization problem by the Ising model or QUBO is

described. Even if the Ising model or QUBO corresponding to

the combinatorial optimization problem is prepared, in many
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Fig. 2. An example of graph embedding. (a) A logical Ising model with six
spins on a complete graph. (b) A physical Ising model corresponding to the
logical Ising model depicted in (a) on the king’s graph.

cases, it is difficult to directly perform the search of the

ground state of the Ising model or QUBO with Ising machines.

This difficulty comes from restrictions in Ising machines, e.g.,

the limited graph structure, the limited number of spins, the

limited dynamic range of the coefficients in the Ising model.

Among them, some studies on preprocessing to overcome

limited graph structures and the limited number of spins have

been performed.

Herein, we refer to the Ising model corresponding to the

combinatorial optimization problem as logical Ising model.

The logical Ising model is defined on an undirected complete

graph GL = (VL, EL), where VL and EL are respectively the

set of vertices and the set of edges on GL. Since GL is an

undirected complete graph, (i, j) ∈ EL for arbitrary i and

j except for i �= j. In contrast to the logical Ising model,

we introduce physical Ising model corresponding to an Ising

machine. The physical Ising model is defined on an undirected

graph GP = (VP, EP), where VP and EP are respectively the

set of vertices and the set of edges on GP. It should be noted

that GP is not necessarily a complete graph.

First, let us explain preprocessing to overcome limited

graph structures. When we solve a combinatorial optimization

problem using an Ising machine, we need to perform the

graph embedding GL → GP [14]. Figure 2 shows an example

of graph embedding. Figure 2 (a) represents a logical Ising

model with six spins on a complete graph. Also, Fig. 2 (b)

represents a physical Ising model corresponding to the logical

Ising model depicted in Fig. 2 (a) on a king’s graph. The

numbers in the circles in Fig. 2 (b) corresponds to those in

Fig. 2 (a). Thick lines connecting the same number of spins

in Fig. 2 (b) indicates a strong interaction. When the spins

connected by thick lines take the same value, the energy is

minimized. Thus, a single spin of the logical Ising model is

expressed by multiple spins of the physical Ising model. There

are two main types of graph embedding methods. The first one

is to generate a graph that interacts with all the spins using the

geometric properties of the graph GP [15]–[18]. The second

one is to generate a graph GP by using heuristics [19], [20].

Next, let us explain preprocessing to overcome the limited

number of spins. Since the number of spins in Ising machines

is limited in general, we need to decompose the original

combinatorial optimization problem to the smaller combina-

torial optimization problems which can be inputted at once.

Software tools for the decomposition of the Ising model will
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be introduced in Sec. IV.

D. Ising machines

By performing the above scheme, a physical Ising model

to be input to an Ising machine is generated. Ising machines

behave to search the ground state of the Ising model given by

Eq. (2) or the QUBO given by Eq. (4). Ising machines can be

categorized according to the operating principle from the view-

point of physics. Ising machines currently being developed are

based on simulated annealing, quantum annealing, or a kind

of equation of motion. Ising machines operate according to

the dynamics in which the vector expressing the probability

or the state changes with time. In Sec. III, we explain the

theory of simulated annealing and quantum annealing which

are mainly used to the operation principle of Ising machines.

E. Postprocessing of computation by Ising machines

Ising machines do not necessarily obtain the ground state

of the Ising model or QUBO. The above fact comes from the

following reasons: the behavior of Ising machines based on

simulated annealing or quantum annealing is stochastic, and

the initial state of Ising machines based on the equations of

motion is randomly generated. In addition, although the con-

vergence theorem of simulated annealing and that of quantum

annealing exist, the actual computation time is shorter than

the time to satisfy the convergence theorem. Thus, we obtain

not necessarily the ground state but a lower energy state by

using Ising machines in practice. Because of this stochastic

behavior, we should develop a method to interpret the obtained

state using Ising machines. In the following, we explain two

methods which are often used in various cases. The first one

is related to the inverse transformation from the obtained state

of the physical Ising model to the state of the logical Ising

model. The second one is used when we return from the

state of the logical Ising model to the solution of the original

combinatorial optimization problem.

1) A method related to the inverse transformation from
the physical Ising model to the logical Ising model: The

logical Ising model on GL corresponding to the combinatorial

optimization problem is embedded to the physical Ising model

on GP, as shown in Fig. 2. The state of logical Ising model

on GL is obtained by performing an inverse transformation to

the obtained state of physical Ising model on GP.

Figure 3 (a) shows an example of a physical Ising model

with six spins interacted with each other. As explained in

Sec. II-C, spins on the physical Ising model coupled with

strong interaction must take the same value. However, some

spins may take different values due to the stochastic behavior

of Ising machines, as shown in Fig. 3 (a). In this case, the spin

of the logical Ising model is determined by the majority vote

applying to the obtained state of Ising machines [see Fig. 3

(b)].

2) A method related to the given constraints: Next, we

explain the postprocessing that is necessary when a state

which does not satisfy the given constraints is obtained. Let us

consider the case that a combinatorial optimization problem is

represented by the Ising model on vertical and horizontal grids.

The situation corresponds to some kinds of combinatorial

optimization problems such as the traveling salesman problem
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Fig. 3. An example of an inverse transformation from the state in the physical
Ising model to the state in logical Ising model. The solid and open circles
represent +1 state and −1 state, respectively. The bold line indicates a strong
interaction. (a) An example of a physical Ising model with six spins interacted
with each other. (b) The logical Ising model with six spins. The spins are
decided by the majority vote.

(a)

(b) (c) (d)

Fig. 4. The solid and open circles represent +1 state and −1 state,
respectively. (a) Only one spin in each row and column takes +1 state. (b), (c),
(d) Examples of the violation of constraints. The dotted rectangles indicate
the position of the violation of constraints.

and quadratic assignment problem [21]. Suppose the constraint

is satisfied when there is a +1 spin in each column and row

[see Fig. 4 (a)]. When the states depicted in Figs. 4 (b), (c) and

(d) are obtained by using Ising machines, a state satisfying the

given constraints can be generated by inverting the spin that

causes the violation of constraints. The method is referred to

as the interpretation method [21].

III. THEORY OF ISING MACHINES

As mentioned in Sec. II-D, Ising machines can be catego-

rized according to the operation principle. In this section, we

explain two mainly operation principles of Ising machines –

simulated annealing and quantum annealing.

A. Simulated annealing

Simulated annealing is a metaheuristic for optimization

problem and is applied to the Markov chain Monte Carlo

(MCMC) method [22]–[24]. In the simulated annealing based

on MCMC, the state changes stochastically according to

a designed transition probability. Herein we focus on the

MCMC-based simulated annealing for searching the ground

state of the Ising model given by Eq. (2). The procedure of

the simulated annealing is as follows:
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Step 1 A random state is prepared as an initial state, and the

parameter called temperature T is set to a large value

compared to the coefficients in the energy function.

Step 2 A spin is chosen randomly or sequentially.

Step 3 Update the state of the chosen spin according to the

transition probability which satisfies the balance con-

dition. Well-known methods to construct the transition

probability are called the heat-bath method and the

Metropolis method.

Step 4 Step 2 and step 3 are repeatedly performed tinner times.

Step 5 The parameter T decreases, e.g., T ← rT , where r <
1.

Step 6 The above procedure from step 2 to step 5 are repeat-

edly performed touter times.

Here we explain the detail of step 3. In MCMC, the master

equation, which is an equation of stochastic dynamics, is used.

Let sk be a macroscopic state, where 1 ≤ k ≤ 2N when the

number of spins is N . Using the existence probability of state

sk at time t, P (sk, t), the master equation at time t is given

by

P (sk, t+Δt) =−
∑
� �=k

wk→�ΔtP (sk, t)

+
∑
� �=k

w�→kΔtP (s�, t) + P (sk, t), (14)

where wk→� is a transition probability from the state sk to the

state s�. To converge to the equilibrium probability distribution

at the long-time limit of the above stochastic process, the

following equation called balance condition must be satisfied:∑
� �=k

w�→kPeq(s�;T ) =
∑
k �=�

wk→�Peq(sk;T ), (15)

Peq(sk;T ) =
exp[−E(sk)/T ]∑
k exp[−E(sk/T )]

(16)

where Peq(sk;T ) is the equilibrium probability of the state sk
at temperature T .

Two well-known and well-used methods to determine the

transition probability wk→�; the heat-bath method and the

Metropolis method. The transition probability according to the

heat-bath method is given by

wk→� =
exp[−E(s�)/T ]

exp[−E(sk)/T ] + exp[−E(s�)/T ]
. (17)

On the other hand, the transition probability according to the

Metropolis method is given by

wk→� =

{
exp {−[E(s�)− (sk)]/T} [E(s�) > E(sk)]
1 [E(s�) ≤ E(sk)]

.

(18)

Here both the transition probability based on the heat-bath

method and that based on the Metropolis method are satisfied

by the balance condition.

B. Quantum annealing

Quantum annealing is a metaheuristic similar to the simu-

lated annealing [2]. In the simulated annealing, we introduce

the temperature as a source of fluctuation, whereas a quantum

field is introduced as a source of fluctuation in the quantum

annealing [25]–[31]. In the original paper on quantum anneal-

ing [2], the authors compared the performance of simulated

annealing and that of quantum annealing for searching the

ground state of some Ising models. A similar proposal was

made in Ref. [3], [4], which is called adiabatic quantum

computation.

Here we define the following matrices called the Pauli

matrices:

σx =

(
0 1
1 0

)
, σz =

(
1 0
0 −1

)
, (19)

Here we introduce the classical Hamiltonian corresponding to

the Ising model given by Eq. (2) as follows:

Hc =
∑
i∈V

hiσ
z
i +

∑
(i,j)∈E

Jijσ
z
i σ

z
j , (20)

σz
i =

i−1⊗
k=1

I2 ⊗ σz ⊗
(

N⊗
k=i+1

I2

)
, (21)

σz
i σ

z
j =

i−1⊗
k=1

I2 ⊗ σz ⊗
(

j−1⊗
k=i+1

I2

)
⊗ σz ⊗

⎛
⎝ N⊗

k=j+1

I2

⎞
⎠ ,

(22)

where I2 is the identity matrix of 2 × 2. Here ⊗ represents

the Kronecker product. Thus, the classical Hamiltonian is a

matrix of 2N ×2N . Next, we introduce a quantum field which

causes fluctuation. A quantum Hamiltonian is given by

Hq =
∑
i∈V

σx
i , (23)

σx
i =

i−1⊗
k=1

I2 ⊗ σx ⊗
(

N⊗
k=i+1

I2

)
. (24)

Thus the quantum Hamiltonian is also a matrix of 2N × 2N

as well as the classical Hamiltonian. By using Hc and Hq, the

total Hamiltonian is generated as follows:

H(t) = A(t)Hc +B(t)Hq, (25)

where A(t) and B(t) are a monotonically increasing function

and a monotonically decreasing function, respectively. Quan-

tum annealing is realized by the Schrödinger equation:

d

dt
|Ψ(t)〉 = H(t) |Ψ(t)〉 , (26)

where |Ψ(t)〉 is a wavefunction which is a 2N -dimensional

complex vector. According to the principle of quantum

physics, the norm of the wavefunction corresponds to the

probability amplitude.

Equation (26) corresponds to an ideal Ising machine based

on quantum annealing. In an actual Ising machine based on

quantum annealing includes temperature effects and external

noise effects. Unfortunately, no theoretical equation has been

established that perfectly reproduces the behavior of an actual

Ising machine based on quantum annealing. Thus, theoretical

analysis toward the understanding of an actual Ising machine

based on quantum annealing has been performed from the

viewpoint of quantum statistical physics [32].
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Fig. 5. “Ising editor” on the website called “Annealing Cloud Web” [33].

IV. SOFTWARE FOR ISING MACHINES

In the previous sections, we explain how to solve combina-

torial optimization problems by using Ising machines. In this

section, we show the current state of software development

for using Ising machines.

A website called “Annealing Cloud Web” is provided for

beginners [33]. On the website, we can use the user interface

for intuitive input of the Ising model and the demonstration

of CMOS annealing machines. Figure 5 shows an example of

the obtained result by using the CMOS annealing machine in

“Ising editor” on the website. On the website, some demon-

strations, such as image restoration and network robustness

construction, can be done. The website also provides an

operation of the CMOS annealing machine via WebAPI.

Some software for developers is also available. D-Wave

Systems, a developer of Ising machines based on quantum

annealing, has released a software called Ocean Software

[34]. The software supports an environment that can easily

implement a combinatorial optimization problem using the

Ising model and QUBO and the simulated annealing for

the implemented Ising model or QUBO. Software for graph

embedding and decomposition of large-scaled problem ex-

plained in Sec. II-C is included in Ocean Software [35]. In

addition, software for Ising machines using Julia [36], and

PyQUBO have been developed as a domain-specific language

that enables automatic generation of the Ising model and

QUBO [13], [37].

The commissioned project of the New Energy and In-

dustrial Technology Development Organization (NEDO), “re-

search and development of Ising machine common software

platform”, started in 2018. In the platform, software and

middleware connecting the actual combinatorial optimization

problem and Ising machines will be prepared.

V. APPLICATION SEARCH USING ISING MACHINES

The development of Ising machines and that of software

for Ising machines are progressing. From such a background,

studies on application searches have been done to examine in

which scene Ising machines should be used. Applications for

Ising machines are expected to be combinatorial optimization

problems, machine learning, and model simulation in physics

and chemistry. In the following, we explain the above three

topics.

A. Combinatorial optimization problems

Experts in various fields have done studies on combinatorial

optimization problems using Ising machines, e.g., the route

selection problem aimed at avoiding traffic jam by an au-

tomaker [38], route optimization of automatic guided vehicles

in factory by an auto parts manufacturer [39], advertisement

delivery optimization by an advertising company [13], rect-

angular packing problem [40] and slot placement problem

[21] by a group of researchers in the field of integrated

circuits. It should be noted that a method for a combinatorial

optimization problem in an area is diverted to a method for

a combinatorial optimization problem in another area. For

example, the Ising model representation of route optimization

of automatic guided vehicles in factory [39] is inspired by

the study on the Ising model representation of the route

selection problem proposed in Ref. [38]. Since the Ising model

is simple, the formulation in one field can be transferred to

another field.

B. Machine learning

Two types of studies in the application of Ising machines

toward speed up machine learning exist. One is to process

learning in machine learning by using Ising machines, whereas

the other is to process inference in machine learning by

using Ising machines. In the former case, the motivation

is to minimize the loss function defined by the difference

between real data and predicted data. Typical examples of

studies on the former case are the application to some machine

learning methods for feature selection, e.g., the proposal of

QBoost which is a modified method of boosting to utilize

Ising machines [41], [42], image analysis using QBoost [43],

and nonnegative binary matrix factorization [44]. In the latter

case, the motivation is to minimize the prediction function.

An example of studies on the latter case is the black-box

optimization by using Ising machines [45].

C. Model simulation in physics and chemistry

Ising model, which is the input format of Ising machines,

is a model representing magnetic materials. Thus, phase

transitions in random magnetic systems are simulated by using

an Ising machine based on quantum annealing [46]. Moreover,

the Ising model is the basis of various theoretical models in

statistical physics. In other words, various theoretical models

in statistical physics can be constructed by generalizing the

Ising model. By using the above concept, an exotic phe-

nomenon called topological phase transition was observed

by using an Ising machine based on quantum annealing

[47]. In addition, application to quantum chemistry has also

been reported. The calculation in quantum chemistry uses the
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energy function representing the electron-electron interaction.

Since the energy function can be approximated as the Ising

model, the quantum chemical calculations on molecules were

done [48], [49].

VI. CONCLUSION AND FUTURE PERSPECTIVE

In this paper, we introduced the development of Ising

machines, the development of software for Ising machines, and

applications using Ising machines. The operation principle of

Ising machines was also described in detail. Research and de-

velopment of the Ising machine and its surrounding areas are

currently underway. From the hardware development aspect, it

is significant to increase the number of spins that can be used

at once. Next, from the viewpoint of software development,

it is important to develop software that compensates for the

shortcomings of hardware and software that incorporates algo-

rithms to extract the potential of Ising machines. Moreover, in

terms of applications, it is necessary to study the superiority

gained by using Ising machines by comparison with existing

methods and to prepare for the coming era of large-scale Ising

machines.
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